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                                                 (UNIT –  2) PROMPT ENGINEERING 

 

INTRODUCTION:  

PROMPT ENGINEERING IS A CRITICAL ASPECT OF LEVERAGING LARGE LANGUAGE MODELS 
(LLMS) EFFECTIVELY. IT INVOLVES CRAFTING PROMPTS OR INPUT CUES TO INTERACT WITH 
LLMS, GUIDING THEM TO GENERATE DESIRED OUTPUTS OR RESPONSES. THIS PROCESS IS 
ESSENTIAL FOR ACHIEVING OPTIMAL PERFORMANCE AND ENSURING THAT THE MODEL 
BEHAVES IN A WAY THAT ALIGNS WITH USER EXPECTATIONS.  

 

 TRANSFORMING COMPUTING 

 Introduction: 

Computing has undergone a profound transformation in recent years, driven by advances in 
artificial intelligence (AI), particularly large language models (LLMs), and their applications. 
This transformation has revolutionized how we interact with computers, process 
information, and solve complex problems across various domains. 

 

 The Rise of Large Language Models (LLMs) 

- Definition: LLMs are powerful AI systems trained on vast amounts of text data, capable of 
understanding and generating human-like text. 

- Impact: Their ability to comprehend and generate text has significantly expanded the 
capabilities of computing, enabling a wide range of natural language processing tasks. 

- Examples: Notable examples include OpenAI's GPT series (e.g., GPT-3), which has 
demonstrated remarkable proficiency in tasks such as text completion, translation, 
summarization, question answering, and more. 

 

 Enhanced User Experiences 

- Conversational Interfaces: LLMs have facilitated the development of conversational 
interfaces, allowing users to interact with computers using natural language. This has led to 
the widespread adoption of virtual assistants, chatbots, and voice-enabled devices. 

- Personalization: LLMs enable personalized experiences by understanding user 
preferences, context, and intent. They can generate tailored recommendations, content, 
and responses based on individual needs and interests. 



 

 

2 Transformative Applications 

- Accessibility: LLMs have made computing more accessible by accommodating different 
communication styles, languages, and user needs. They can assist users with disabilities or 
language barriers, making technology more inclusive. 

 

                                            TRANSFORMATIVE APPLICATIONS  

 

- Content Generation: LLMs are used to generate content across various domains, including 
journalism, marketing, and creative writing. They can produce articles, product 
descriptions, advertisements, and more, with remarkable fluency and coherence. 

- Data Analysis: LLMs facilitate natural language understanding and analysis of unstructured 
data, such as social media posts, customer reviews, and research articles. They can extract 
insights, sentiments, and trends from large datasets, informing decision-making and 
strategy. 

- Education and Learning: LLMs support educational initiatives by providing personalized 
tutoring, interactive learning experiences, and access to vast amounts of educational 
content. They can answer questions, explain concepts, and assist students in their studies. 

 

 Challenges and Considerations 

- Ethical Concerns: The widespread use of LLMs raises ethical questions regarding privacy, 
bias, fairness, and accountability. Issues such as data privacy, algorithmic bias, 
misinformation, and the societal impact of AI must be addressed responsibly. 

- Technical Challenges: LLMs face technical challenges such as scalability, interpretability, 
and robustness. Ensuring that models are accurate, reliable, and adaptable to diverse use 
cases requires ongoing research and development. 

- Human-Machine Collaboration: As LLMs become more integrated into everyday tasks and 
workflows, there is a need to explore new paradigms of human-machine collaboration. 
Finding the right balance between automation and human oversight is crucial for ensuring 
optimal outcomes. 

 

 The ACHIEVE Framework 

 

 Introduction 

 



 

 

3 Components of the ACHIEVE Framework 

The ACHIEVE framework is a systematic approach to prompt engineering, designed to 
ensure that prompts are effective and optimized for desired outcomes when interacting with 
large language models (LLMs). It provides a structured methodology for crafting prompts 
that guide the model's behavior and generate accurate and relevant responses. 

 

                                      COMPONENTS OF THE ACHIEVE FRAMEWORK 

 

1. Audience:  

   - Identify the intended audience for the prompt.  

   - Tailor the language and content of the prompt to suit the audience's needs and 
preferences. 

   - Understanding the audience helps in crafting prompts that resonate with them and elicit 
the desired response. 

 

2. Context: 

   - Understand the context in which the prompt will be used. 

   - Consider factors such as the purpose of the interaction, the user's environment, and any 
relevant background information. 

   - Contextual cues help the model generate responses that are appropriate and relevant to 
the situation. 

 

3. History: 

   - Leverage historical interactions and data to inform the prompt. 

   - Analyze past interactions to identify patterns, preferences, and successful strategies. 

   - Historical data provides valuable insights for crafting prompts that are tailored to the 
user's history and preferences. 

 

4. Information: 

   - Provide the necessary information to guide the model's response. 



 

 

4 Components of the ACHIEVE Framework 

   - Clearly communicate the task or query to the model, including any relevant details or 
instructions. 

   - Providing sufficient information ensures that the model understands the user's intent and 
generates accurate responses. 

 

5. Expectations: 

   - Set clear expectations for the model's response. 

   - Define the desired outcome or behavior of the model in response to the prompt. 

   - Clear expectations help the model understand its role and guide its behavior accordingly. 

 

6. Variations: 

   - Explore different prompt variations to optimize performance. 

   - Experiment with different structures, formats, and language to find the most effective 
approach. 

   - Variation allows for flexibility and adaptation to different scenarios and user preferences. 

 

7. Evaluation: 

   - Assess the effectiveness of the prompt through testing and analysis. 

   - Evaluate how well the prompt achieves its intended goals and whether the model's 
responses meet expectations. 

   - Continuous evaluation and refinement are essential for improving prompt effectiveness 
over time. 

 

 Application of the ACHIEVE Framework 

 

- Example:  

  - Suppose a chatbot is designed to provide customer support for an e-commerce website. 

  - Audience: The audience is customers seeking assistance with their purchases. 



 

 

5 Introduction to Large Language Models 

  - Context: The prompt should consider the customer's current shopping experience and 
any relevant product information. 

  - History: Previous interactions with the chatbot can inform the prompt by identifying 
common queries and successful resolution strategies. 

  - Information: The prompt should clearly state the customer's issue or question and provide 
any necessary context, such as order details or product specifications. 

  - Expectations: Clearly define the expected response, such as providing helpful information 
or resolving the customer's issue. 

  - Variations: Experiment with different prompt structures and language to address various 
customer queries and preferences. 

  - Evaluation: Monitor the chatbot's performance and gather feedback from users to assess 
the effectiveness of the prompt and refine it as needed. 

 

 

NOTE: THE ACHIEVE FRAMEWORK PROVIDES A COMPREHENSIVE AND SYSTEMATIC 
APPROACH TO PROMPT ENGINEERING, ENSURING THAT PROMPTS ARE TAILORED TO THE 
AUDIENCE, CONTEXT, AND DESIRED OUTCOMES. BY FOLLOWING THE PRINCIPLES OF THE 
ACHIEVE FRAMEWORK, PRACTITIONERS CAN CREATE PROMPTS THAT EFFECTIVELY GUIDE 
LARGE LANGUAGE MODELS TO GENERATE ACCURATE AND RELEVANT RESPONSES ACROSS 
VARIOUS APPLICATIONS AND DOMAINS.  

 

                                  INTRODUCTION TO LARGE LANGUAGE MODELS  

 

 Overview 

 

Large language models (LLMs) represent a breakthrough in artificial intelligence, enabling 
computers to understand and generate human-like text with unprecedented accuracy and 
fluency. These models have transformed natural language processing (NLP) tasks, opening 
up new possibilities in communication, content creation, and problem-solving. 

 

 What are Large Language Models? 

 



 

 

6 Applications of Large Language Models 

Large language models are neural network architectures trained on vast amounts of text 
data. They learn to predict the next word in a sequence based on the context of previous 
words, allowing them to generate coherent and contextually appropriate text. The size of 
these models, measured in the number of parameters, has grown significantly in recent 
years, with models like GPT-3 containing hundreds of billions of parameters. 

 

 Capabilities of Large Language Models 

 

- Understanding: LLMs can comprehend the nuances of human language, including 
grammar, semantics, and context. They can interpret and analyze text in various languages 
and domains. 

   

- Generation: These models are capable of generating text that mimics human writing styles 
and patterns. They can produce realistic and coherent passages of text on a wide range of 
topics. 

 

- Adaptation: LLMs can adapt to different tasks and contexts based on the input they receive. 
They can perform tasks such as text completion, summarization, translation, question 
answering, and more. 

 

                                APPLICATIONS OF LARGE LANGUAGE MODELS  

 

- Content Creation: LLMs are used to generate content across various domains, including 
journalism, marketing, and creative writing. They can produce articles, product 
descriptions, advertisements, and more with remarkable fluency and coherence. 

 

- Assistive Technologies: LLMs power virtual assistants, chatbots, and other conversational 
interfaces that assist users with tasks such as information retrieval, task automation, and 
customer support. 

 

- Knowledge Extraction: These models can extract information from large volumes of text, 
such as documents, websites, and social media posts, enabling tasks like sentiment 
analysis, trend detection, and data summarization. 



 

 

7 Fundamentals of Prompt 

 

- Language Translation: LLMs excel at language translation, allowing for seamless 
communication across different languages and cultures. 

 

 Challenges and Considerations 

- Scalability: Training and deploying large language models require significant 
computational resources, making scalability a challenge for some applications. 

   

- Bias and Fairness: LLMs can exhibit biases present in the training data, leading to unfair or 
discriminatory outcomes. Addressing bias and ensuring fairness in model outputs is a 
critical consideration. 

 

- Ethical Use: There are ethical concerns surrounding the use of LLMs, including issues 
related to misinformation, privacy, and the potential misuse of AI-generated content. 

 

 Future Directions 

As LLMs continue to evolve, researchers are exploring ways to improve their performance, 
scalability, and ethical implications. Future developments may focus on enhancing model 
interpretability, reducing biases, and advancing the capabilities of AI-powered natural 
language understanding. 

 

NOTE: LARGE LANGUAGE MODELS REPRESENT A SIGNIFICANT ADVANCEMENT IN ARTIFICIAL 
INTELLIGENCE, WITH THE POTENTIAL TO REVOLUTIONIZE HOW WE INTERACT WITH 
COMPUTERS AND PROCESS INFORMATION. BY UNDERSTANDING THEIR CAPABILITIES, 
APPLICATIONS, AND CHALLENGES, WE CAN HARN ESS THE POWER OF LLMS RESPONSIBLY 
AND ETHICALLY TO DRIVE INNOVATION AND IMPROVE HUMAN -MACHINE COMMUNICATION.  

 

 

 

                                                       FUNDAMENTALS OF PROMPT 

 



 

 

8 Fundamentals of Prompt 

 Introduction 

A prompt is a crucial component in guiding large language models (LLMs) to generate desired outputs or 
responses. It provides context, instructions, and cues to the model, shaping its behavior and influencing the 
quality of its output. Understanding the fundamentals of prompt design is essential for effectively leveraging 
LLMs in various natural language processing (NLP) tasks. 

 

 Components of a Prompt 

1. Keywords or Phrases: 

   - Keywords or phrases are specific terms or cues that trigger certain behaviors or responses from the 
model. They guide the model's attention and help it focus on relevant information. 

 

2. Instructions or Context: 

   - Instructions or contextual information provide guidance to the model regarding the task or query it needs 
to perform. This includes details such as the desired outcome, the scope of the task, and any relevant 
background information. 

 

3. Formatting and Structure: 

   - The formatting and structure of a prompt influence the model's interpretation and response. This may 
include the arrangement of words, punctuation, and other stylistic elements that help convey the prompt's 
meaning. 

 

 Guiding Principles 

1. Clarity and Specificity: 

   - Prompts should be clear and specific, providing the model with precise instructions and cues to generate 
the desired output. Ambiguous or vague prompts may lead to inaccurate or irrelevant responses. 

 

2. Relevance to Task: 

   - Prompts should be directly relevant to the task or query at hand. They should provide the model with the 
necessary context and information to generate accurate and meaningful responses. 

3. Conciseness: 

   - Prompts should be concise and to the point, avoiding unnecessary information or verbosity. Clear and 
concise prompts are easier for the model to interpret and generate responses for efficiently. 
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 Examples of Prompt Patterns 

1. Keyword-based Prompts: 

   - Example: "Translate this sentence into French." 

   - This prompt pattern relies on specific keywords or phrases ("Translate into French") to trigger a particular 
behavior (translation) from the model. 

 

2. Structured Prompts: 

   - Example: "The main idea of the passage is..." 

   - Structured prompts provide a predefined format or template for interacting with the model, ensuring 
consistency and clarity in communication. 

 

3. Adaptive Prompts: 

   - Example: "Based on the previous paragraph, what is the author's tone?" 

   - Adaptive prompts adjust based on the model's previous responses or user feedback, refining the 
interaction and guiding the model's behavior accordingly. 

 

 Practical Considerations 

 

1. Experimentation: 

   - Experiment with different prompt variations, structures, and formats to determine the most effective 
approach for the task at hand. 

2. Feedback and Iteration: 

   - Gather feedback from users and analyze the model's responses to refine and improve prompts iteratively 
over time. 

3. Evaluation: 

   - Regularly evaluate prompt effectiveness through testing and analysis, ensuring that they achieve the 
desired outcomes and meet user needs. 

 



 

 

10 Prompt Patterns 

NOTE: UNDERSTANDING THE FUNDAMENTALS OF PROMPT DESIGN IS ESSENTIAL FOR 
EFFECTIVELY GUIDING LARGE LANGUAGE MODELS TO GENERATE ACCURATE AND RELEVANT 
RESPONSES. BY FOLLOWING GUIDING PRINCIPLES, EXPERIMENTING WITH DIFFERENT 
PROMPT PATTERNS, AND ITERATIVELY REFINING PROMPTS BASED ON FEEDBACK AND 
EVALUATION, PRACTITIONERS CAN CREATE MORE EFFECTIVE INTERACTIONS AND 
APPLICATIONS THAT LEVERAGE THE POWER OF AI LANGUAGE MODELS.  

 

                                                  PROMPT PATTERNS 

 

 Introduction 

Prompt patterns are predefined structures or formats used to interact with large language models (LLMs), 
guiding them to generate desired outputs or responses. These patterns help provide clarity, consistency, and 
specificity in communication, ensuring that the model understands the task or query at hand and produces 
accurate and relevant results. 

 

 Types of Prompt Patterns 

1. Keyword-based Prompts: 

   - Definition: Keyword-based prompts rely on specific keywords or phrases to trigger certain behaviors or 
responses from the model. 

   - Example: "Translate this sentence into French." 

   - Usage: These prompts are effective for tasks where specific actions or operations need to be performed by 
the model, such as translation, summarization, or text generation. 

 

2. Structured Prompts: 

   - Definition: Structured prompts provide a predefined format or template for interacting with the model, 
ensuring consistency and clarity in communication. 

   - Example: "The main idea of the passage is..." 

   - Usage: Structured prompts are useful when the task or query can be broken down into specific 
components or categories. They help guide the model's response by providing a clear framework for 
interaction. 

3. Adaptive Prompts: 

   - Definition: Adaptive prompts adjust based on the model's previous responses or user feedback, refining 
the interaction and guiding the model's behavior accordingly. 



 

 

11 Examples of Prompt Patterns in Action 

   - Example: "Based on the previous paragraph, what is the author's tone?" 

   - Usage: Adaptive prompts are effective for tasks where the model's response depends on context or 
previous interactions. They allow for dynamic adjustment based on the user's input and the model's output. 

 

 Best Practices for Using Prompt Patterns 

1. Clarity and Specificity: 

   - Ensure that prompts are clear, specific, and unambiguous to guide the model's behavior accurately. 

2. Consistency: 

   - Maintain consistency in prompt patterns to provide a familiar and predictable user experience. 

3. Flexibility: 

   - Use prompt patterns that allow for flexibility and adaptation to different scenarios and user preferences. 

4. Experimentation: 

   - Experiment with different prompt patterns to determine the most effective approach for the task at hand. 

  

                                     EXAMPLES OF PROMPT PATTERNS IN ACTION  

 

1. Keyword-based Prompt: 

   - Task: Translation 

   - Prompt: "Translate this sentence into Spanish." 

   - Response: "Traduce esta oración al español." 

 

2. Structured Prompt: 

   - Task: Summarization 

   - Prompt: "Summarize the following passage in two sentences." 

   - Response: "The passage discusses the impact of climate change on biodiversity. It highlights the 
importance of conservation efforts to mitigate these effects." 

 

3. Adaptive Prompt: 
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   - Task: Question Answering 

   - Prompt: "What is the capital of France?" 

   - Response: "Paris" 

   - Follow-up Prompt: "Based on the previous answer, what is the largest river in France?" 

   - Response: "The Seine" 

 

NOTE: PROMPT PATTERNS PLAY A CRUCIAL ROLE IN GUIDING INTERACTIONS WITH LARGE 
LANGUAGE MODELS, PROVIDING STRUCTURE, CLARITY, AND SPECIFICITY IN 
COMMUNICATION. BY UNDERSTANDING THE DIFFERENT TYPES OF PROMPT PATTERNS AND 
BEST PRACTICES FOR THEIR USE, PRACTITIONERS CAN CREATE MORE EFFECTIVE PROMPTS 
THAT ELICIT ACCURATE AND RELEVANT RESPONSES FROM THE MODEL. EXPERIMENTATION 
AND ADAPTATION OF PROMPT PATTERNS ARE KEY TO OPTIMIZING INTERACTIONS AND 
ACHIEVING DESIRED OUTCOMES IN VARIOUS NATURAL LANGUAGE PROCESSING TASKS.  

 

                                                         PROMPT TUNING 

 

 Introduction 

Prompt tuning is the process of optimizing prompts to achieve better performance and accuracy when 
interacting with large language models (LLMs). It involves experimenting with different prompt variations, 
analyzing model responses, and refining prompts based on user feedback and performance metrics. Prompt 
tuning is essential for maximizing the effectiveness of LLMs in various natural language processing (NLP) 
tasks. 

 

 Importance of Prompt Tuning 

 

- Optimization: Prompt tuning improves the model's ability to understand and generate relevant responses by 
providing clearer and more specific instructions. 

   

- Accuracy: Well-tuned prompts result in more accurate and contextually appropriate outputs from the 
model, enhancing the overall user experience. 

   



 

 

13 Strategies for Prompt Tuning 

- Adaptability: Tuned prompts allow for adaptation to different scenarios, user preferences, and task 
requirements, making the interaction more flexible and effective. 

 

                                             STRATEGIES FOR PROMPT TUNING 

 

1. Experimentation: 

   - Variation: Try different prompt variations, including changes in wording, structure, and formatting, to 
assess their impact on model behavior. 

   - Keyword Selection: Experiment with different keywords or phrases to trigger specific behaviors or 
responses from the model. 

 

2. Analysis: 

   - Response Evaluation: Analyze the model's responses to different prompts to identify patterns, strengths, 
and weaknesses. 

   - User Feedback: Gather feedback from users to understand their preferences, pain points, and suggestions 
for improvement. 

 

3. Refinement: 

   - Iterative Improvement: Refine prompts iteratively based on analysis results and user feedback, focusing 
on areas where the model's performance can be enhanced. 

   - Fine-tuning: Make small adjustments to prompts to address specific issues or improve overall 
performance. 

 

 Practical Considerations 

 

1. Task-specific Optimization: 

   - Tailor prompts to the specific task or query at hand, providing context and instructions that guide the 
model's behavior effectively. 

2. Balancing Specificity and Flexibility: 

   - Ensure that prompts are specific enough to elicit the desired response from the model while remaining 
flexible to accommodate variations in user input and preferences. 



 

 

14 Example of Prompt Tuning Process 

 

3. Continuous Evaluation: 

   - Regularly evaluate prompt effectiveness through testing and analysis, incorporating user feedback and 
adjusting prompts as needed to maintain optimal performance. 

 

                                           EXAMPLE OF PROMPT TUNING PROCESS  

 

- Task: Text Completion 

- Initial Prompt: "Complete the following sentence: 'The quick brown ____.'" 

- Analysis: Model generates various responses, including "fox," "dog," and "cat." 

- Feedback: Users prefer more common completions like "fox" and "dog." 

- Refinement: Adjust prompt to be more specific: "Complete the following sentence with an animal: 'The 
quick brown ____.'" 

- Result: Model consistently generates "fox" as the completion, aligning with user expectations. 

 

NOTE: PROMPT TUNING IS A CRUCIAL STEP IN OPTIMIZING INTERACTIONS WITH LARGE 
LANGUAGE MODELS, ENSURING THAT PROMPTS EFFECTIVELY GUIDE THE MODEL'S 
BEHAVIOR AND GENERATE ACCURATE AND RELEVANT RESPONSES. BY EXPERIMENTING 
WITH DIFFERENT PROMPT VARIATIONS, ANALYZING M ODEL RESPONSES, AND REFINING 
PROMPTS BASED ON USER FEEDBACK, PRACTITIONERS CAN CREATE MORE EFFECTIVE 
INTERACTIONS AND APPLICATIONS THAT LEVERAGE THE POWER OF AI LANGUAGE MODELS. 
CONTINUOUS EVALUATION AND REFINEMENT OF PROMPTS ARE ESSENTIAL FOR 
MAINTAINING OPTIMAL PERFORMANCE OVER TIME.  
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                                                    PROMPT PATTERN I:  

 

 Introduction 

Prompt patterns are structured formats used to interact with large language models (LLMs), guiding them to 
generate desired outputs or responses. Each pattern serves a specific purpose and is tailored to different 
tasks or scenarios. In this overview, we'll discuss four prompt patterns: Question Refinement, Cognitive 
Verifier, Audience Persona, and Flipped Interaction. 

 

 1. Question Refinement Pattern 

 

- Purpose: This pattern is used to refine a user's query or request, providing additional context or clarification 
to ensure that the model understands the task or question accurately. 

   

- Example: 

  - Original Prompt: "Translate this sentence." 

  - Refined Prompt: "Translate this sentence into Spanish." 

 

- Usage: Ensures that the model knows the target language for translation, leading to more accurate results. 

 

 2. Cognitive Verifier Pattern 

- Purpose: This pattern prompts the model to confirm or verify information, ensuring accuracy and reducing 
the risk of generating incorrect or misleading responses. 

   

- Example: 

  - Prompt: "Is the following statement true or false: The Earth revolves around the sun?" 

  - Response: "True." 

 

- Usage: Helps validate facts or statements generated by the model, improving reliability and 
trustworthiness. 
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 3. Audience Persona Pattern 

- Purpose: This pattern tailors the prompt to a specific audience persona, adjusting language and content to 
match the preferences and needs of the target demographic. 

   

- Example: 

  - Prompt for Teenagers: "What's a cool science experiment I can do at home?" 

  - Prompt for Professionals: "Can you provide an example of a strategic marketing campaign?" 

 

- Usage: Enhances relevance and engagement by speaking directly to the interests and characteristics of the 
intended audience. 

 

 4. Flipped Interaction Pattern 

- Purpose: This pattern reverses the typical interaction flow, prompting the model to ask questions or seek 
clarification from the user. 

   

- Example: 

  - User Prompt: "Explain the concept of quantum entanglement." 

  - Model Prompt: "Can you provide more context? Are you interested in its theoretical implications or 
practical applications?" 

 

- Usage: Encourages more dynamic and collaborative interactions, allowing the model to seek clarification 
and adapt its responses accordingly. 

 

NOTE: EACH PROMPT PATTERN SERVES A UNIQUE PURPOSE IN GUIDING INTERACTIONS 
WITH LARGE LANGUAGE MODELS, ENSURING CLARITY, ACCURACY, AND ENGAGEMENT. BY 
UNDERSTANDING AND LEVERAGING THESE PATTERNS, PRACTITIONERS CAN CREATE MORE 
EFFECTIVE PROMPTS THAT ELICIT ACCURATE  AND RELEVANT RESPONSES FROM THE MODEL. 
EXPERIMENTATION AND ADAPTATION OF PROMPT PATTERNS ARE KEY TO OPTIMIZING 
INTERACTIONS AND ACHIEVING DESIRED OUTCOMES IN VARIOUS NATURAL LANGUAGE 
PROCESSING TASKS.  


